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PROBLEM STATEMENT
● Magnetic resonance imaging (MRI) provides access to multiple pulse sequences, 

some of the commonly acquired sequences are T1, T2, T1c, and T2Flair.
● In clinical settings, however, it is common to have MRI scans acquired using 

varying protocols, or varying sets of sequences, which may lead to some of the 
common sequences missing for some patients. 

● MR Sequences which are routinely acquired may be unusable or missing 
altogether due to scan corruption, imaging artifacts, incorrect machine settings, 
allergies to certain contrast agents and limited available scan time. 

● This may adversely affect physician workflow, as well as any analysis pipelines 
that depend upon some particular sequence(s) that may have gone missing. 

● Can we synthesize the missing sequence(s) using the ones that are available?

PREVIOUS WORK
● Single-Input, Single-Output 

pGAN[1].
● Multi-Input, Single-Output 

REPLICA[2], MM-Synthesis[3]

DRAWBACKS OF PREVIOUS WORK
● Unimodal (Single-Input, Single-Output)
○ For a typical use case scenario (4 

sequences), we would need 12 
single-input, single-output networks for all 
combinations of sequences.

○ Does not take into account information 
from multiple sequences.  

● Multimodal (Multi-Input, Single-Output)
○ Multi-input networks take into account 

multiple information sources, although for 
a typical scenario would still need 4 
synthesizers individually trained. 

PROPOSED METHOD
We propose the first multi-input, multi-output 
generative adversarial network (MM-GAN) MR pulse 
sequence synthesizer capable of synthesizing 
missing pulse sequences using any combination of 
available sequences as input, using only a single 
model, in a single forward pass.

Our method is based upon a deep learning technique 
called generative adversarial network (GAN). A GAN is 
a combination of models, which act as adversary to 
each other. The first model ``generator" synthesizes 
samples with as much accuracy as possible to fool its 
adversary ``discriminator". The ``discriminator" tries to 
discern between real samples and the ones 
generated by its adversary ``generator". 

RESULTS
● The first variant called MI-GAN outperformed 

the unimodal version pGAN in all three metrics. 
● We show that MM-GAN outperforms the best 

multimodal synthesis method REPLICA[1], as well 
as MM-Synthesis[2] in multi-input single-input 
synthesis produces objectively sharper

● We set up new benchmarks using BraTS2018 
dataset, in terms of PSNR, MSE and SSIM. 
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